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Summary 

 

This deliverable describes the preliminary activity in defining criteria and metrics for the 

evaluation of the technological components and the expected prototypes.   

As such, scientific objectives and prototype performance are defined according to the best 

practice in each technical field and to past experience in similar contexts. Besides the 

application of well-established metrics, the overall system behaviour represents the 

overarching criterion to evaluate the outcome of the project. Indeed, two releases of prototypes 

are foreseen and finally real end-users will daily operate the final systems installed in their 

homes. Since the project is in its initial phase, this provisional plan will be updated according 

to the actual progress and evolution of the research and implementation activities. 

 

1. Introduction 
 

This deliverable contributes to WP 1 “User requirements and system validation”, and describes 

the activities so far conducted under task T1.3 “Evaluation criteria and metrics”. 

According to Annex I – Description of Work (DoW) its purpose is to describe the methods for 

the evaluation of both the research activity and the prototypes. Moreover, the experimental 

tasks and tools related to Task T2.1 for measuring the progress in each area are introduced. 

Task T1.3 is a preliminary step towards D1.4 (“Definition of evaluation procedures”), D1.5 

(“Behaviour of showcases and of intermediate prototype”) and D1.6 (“On-field evaluation of 

the prototypes”). Since the prototypes are not just meant to be demonstrations of technical 

feasibility, a serious effort will be devoted to create a competitive system that anybody can 

effectively use. Evaluation criteria and metrics may be revised during the second year, based 

on the experience acquired in the first part of the project. 

 

The deliverable is structured as follows: Section 2 lists the technological components of the 

foreseen architecture and proposes the related metrics and procedures to timely monitor the 

advances during the project. Section 3 discusses the (acoustic) data required for the evaluations 

on the developed modules.  

Section 4 deals with the evaluation of the intermediate and final prototype to be installed in the 

ITEA apartment, where part of the evaluation campaigns will be organized. Similarly, Section 

5 focuses on the evaluation procedure adopted for the systems installed in the homes of the 

selected end-users.  

Finally, Section 6 draws some conclusions, discussing on the possible modifications of the 

work plan that could be introduced in the next months. 
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2. Evaluation of research activity 

 

In this Section the various research activities associated to WP3, WP4, and WP5 are briefly 

summarized and the related criteria for evaluation are presented. Well established metrics are 

discussed in order to select a limited but adequate number of measurements capable of 

characterizing the progress of research. 

 

2.1 MEMS microphone arrays 

 

One of the most challenging and innovative aspects of the project is the development of a 

distant speech interaction system in a noisy and reverberant environment. Microphone arrays 

represent a fundamental device of the entire system. 

The use of alternative acoustic sensors will be analysed and compared to traditional 

microphones: advantages in terms of size and cost are balanced by a likely reduced audio 

quality.  

Since it is also foreseen than an embedded computing library will be developed, the evaluation 

of complexity and scalability of the algorithms for the acoustic processing can be based on the 

measurements on intrinsic characteristics of the MEMS microphones: SNR, power 

consumption, MIPS requirements, and communication bandwidth.  

 

The impact of MEMS microphones on the end-to-end system will be evaluated measuring the 

performance difference of the other technological components when these sensors are inserted 

in the system architecture. 

Finally, different re-sync solutions are studied in order to effectively integrate MEMS in the 

baseline architecture based on analog devices.   

 

2.2 Sound Source Localization 

 

The signals acquired by multiple microphones distributed in the environment are exploited to 

estimate and track the positions of desired sources (users addressing vocal input to the DIRHA 

systems) and of competing sources (disturbances, noises, overlapping speakers, other acoustic 

events). This is a challenging task in real uncontrolled environments, and specifically in the 

real-life conditions of a reverberant multi-room scenario. 

Performance will be evaluated on a database of multichannel acoustic data (both real and 

simulated) representing typical situations of the DIRHA application context. The database shall 

include the annotation of ground-truth positions as accurate as possible1, speech activity of all 

the sources of interests and of their evolution with time (i.e. trajectory, emission 

onset/pause/end) which directly affects also the detection and classification tasks. 

                                                 
1 As for real data collection the use of Kinect devices is being investigated: the resulting ground truth accuracy 

will determine the characteristics of the source localization task. 
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The evaluation metrics and tools will be derived from those adopted in the CHIL project 

[Omologo2005] for similar purposes. From the comparison of estimated positions and ground-

truth the localization error will be measured in terms of Euclidean distance between real and 

estimated coordinates. Errors above a given tolerance will be classified as gross error, while 

the others will be defined as fine errors. The quality of the localization estimates will be 

assessed through the following metrics: 

 Output rate 

 Localization rate (percentage of signal frames with successful localization, i.e. 

excluding outliers) 

 Root Mean Square Error (RMSE) 

 Average Absolute Error (AAE) 

 Position Bias 

 False alarm rate 

 Miss detection rate 

 

In order to account for different update rates between localization estimates and references, the 

output rate will be reduced to meet the reference rate by averaging. Figure 1 summarizes the 

evaluation procedure. For more details, refer to [Omologo2005]. 

 

 

 
Figure 1 Examples of outputs of the localization system for the x coordinate: VAD is the two-
level information of speech/non-speech activity, REF is the reference transcription of the x 
coordinate, OUTPUT shows the results of the localization system in the case of output at 
higher frame rate than 10 Hz, in the case of output at 10 Hz and in cases of deletion and false 
alarm, respectively. 
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Besides metrics defined directly in the coordinate (2D or 3D) space, similar metrics will be 

adopted in the multidimensional TDOA domain in order to assess the localization accuracy 

from the point of view of enhancement algorithms, like beamforming and BSS, which could 

exploit the localization output to improve their performance. 

 

2.3 Speech Enhancement and Source Separation 

 

Speech enhancement aims at improving the quality of the desired speech signals by suppressing 

or mitigating the effects of disturbances; the main approaches for single signal include spectral 

subtraction and Wiener filtering while the availability of multichannel data offers further 

options, such as spatial filtering, interference cancellation, statistical post-filtering. Supervised 

or unsupervised techniques can perform spatial processing according to the type of information 

available about the desired acoustic source, the geometry of sound propagation, and the 

competing or background noise sources. 

  

Ideally, quality measures for speech enhancement (SE) should allow the evaluation of the 

speech enhancement modules individually without needing the whole processing pipeline to 

be operative. For this purpose, measures like segmental signal to noise ratio (SSNR) 

[Quackenbush1988] or Perceptual Evaluation of Speech Quality (PESQ) [Rix2001], which has 

been demonstrated to correlate to a certain extent with ASR results [DiPersia2008], could be 

used. In the case of PESQ this could also provide a reference for eventual use of the speech 

enhancement system to improve the quality of speech for human use i.e. the hands free 

telephone conference scenario. In practice, such measures will not be very informative since 

the trained automatic speech recognition (ASR) system will be at least partially adapted to 

some of the speech enhancement components. Because of the interdependence between SE and 

ASR modules, Word Error Rate (see Section 2.6) or related metrics that directly measure the 

final result will be primarily used. 

 

Unsupervised or blind spatial filtering has the advantage of not requiring precise a priori 

knowledge on the source or on the propagation. In particular, blind source separation (BSS) 

approaches exploit independent component analysis (ICA) to segregate source signals which 

are assumed to be statistically independent. 

According to the definition of the BSS_EVAL criteria [Fevotte2005], the estimated signal of 

the target source 𝑠𝑗 ̃estimated at microphone j can be decomposed as:  

𝑠𝑗̃ =  𝑠𝑗
𝑖𝑚𝑔 +  𝑒𝑗

𝑠𝑝𝑎𝑡 + 𝑒𝑗
𝑖𝑛𝑡𝑒𝑟 +  𝑒𝑗

𝑎𝑟𝑡𝑖𝑓 

where 𝑠𝑗
𝑖𝑚𝑔 is the true target source image, 𝑒𝑗

𝑠𝑝𝑎𝑡, 𝑒𝑗
𝑖𝑛𝑡𝑒𝑟 and 𝑒𝑗

𝑎𝑟𝑡𝑖𝑓   are component errors 

representing spatial distortion, interference, and artifacts. 

As such, performance is evaluated by measuring the amount of spatial distortion, interference, 

and artifacts with three main energy ratios (in dB): 

𝐼𝑆𝑅𝑗 = 10 log10

∑(𝑠𝑗
𝑖𝑚𝑔)

2

∑(𝑒𝑠𝑝𝑎𝑡)
2 



© DIRHA Consortium 2012-2014 

                                                  D1.2 - Definition of the evaluation plan 

 

 

DIRHA_D1.2_20130704  5 

𝑆𝐼𝑅𝑗 = 10 log10

∑  [ (𝑠𝑗
𝑖𝑚𝑔)2 + (𝑒𝑗

𝑠𝑝𝑎𝑡 )2]

∑(𝑒𝑗
𝑖𝑛𝑡𝑒𝑟)

2  

𝑆𝐴𝑅𝑗 = 10 log10

∑  [(𝑠𝑗
𝑖𝑚𝑔)

2
+ (𝑒𝑗

𝑠𝑝𝑎𝑡)2 + (𝑒𝑗
𝑖𝑛𝑡𝑒𝑟𝑓)2]

∑(𝑒𝑗
𝑎𝑟𝑡𝑖𝑓)

2  

ISR is the Image to Spatial distortion Ratio that measures the distortion introduced by the 

system in the target signal. SIR is the Signal to Interference Ratio and measures the ability of 

the processing to suppress the interfering noise, while SAR is the Signal to Artifacts Ratio, 

which measures the presence of possible artifacts produced by the non-linear processing. 

Finally, the total error in the estimated signal is measured by the Signal to Distortion Ratio as  

 

𝑆𝐷𝑅𝑗 = 10 log10

∑(𝑠𝑗
𝑖𝑚𝑔)

2

∑  [(𝑒𝑗
𝑠𝑝𝑎𝑡)

2
+  (𝑒𝑗

𝑖𝑛𝑡𝑒𝑟𝑓)2 +  (𝑒𝑗
𝑎𝑟𝑡𝑖𝑓)2]

 

 

2.4 Multi-channel Acoustic Echo Cancellation 

 

Multichannel Acoustic Echo Cancellation (MCAEC) aims to reduce the contributions 

produced by known audio sources (e.g. loudspeakers) at each microphone. In the DIRHA 

scenario, the system is expected to properly handle entertainment devices (e.g., TV, radio, etc.) 

or the output of response generation. In the simplest case single channel acoustic echo 

cancellation (AEC) technique is applied but more generally sound propagation between 

communicating rooms needs to be addressed, usually effectively applying MCAEC algorithms 

to multiple outputs.  

To measure the echo cancellation performance, the following two metrics are used.  

The misalignment is defined as: 

  

𝑀(𝑖, 𝑗) = 10 log10

‖𝒉𝑖𝑗(𝑡) −  𝒉̃𝑖𝑗(𝑡) ‖
2

‖𝒉𝑖𝑗(𝑡)‖
2  

 

 

where 𝒉𝑖𝑗 is an impulse response vector corresponding to the echo path from the j-th 

loudspeaker to the i-th microphone and 𝒉̃𝑖𝑗 is the estimated impulse response vector.  

The true Echo Return Loss Enhancement (tERLE) is defined as the traditional ERLE calculated 

after removing the near-end source signal so that the true amount of echo cancellation can be 

calculated during noisy time. 

 

It is important to stress that for a fair evaluation, the above two metrics must be used with extra 

caution. The misalignment is an objective measure of the system identification performance 

and is in general indicative of the actual echo cancellation performance. However, large 
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misalignment does not necessarily correspond to poor echo cancellation performance since a 

high degree of echo cancellation can still be achieved even with non-causal filters whose 

physical interpretation is not related to the true system identification, in which case the tERLE 

is the only meaningful metric for the performance evaluation [Nesta2011]. 

As most representative evaluation criterion, Word Error Rate (see Section 2.6) in sequences 

where known background audio (music, TV) is present can be exploited. 

 

2.5 Acoustic Segmentation and Classification 

 

The goal of the acoustic segmentation and classification task in DIRHA (sometimes also 

referred to as acoustic event detection and acoustic event classification) is the detection of time 

boundaries of acoustic events (AEs) embedded in the available audio stream(s) and their 

classification within a pre-defined set of AE classes. In its simplest form, the task performs 

speech/silence segmentation (speech activity detection) to drive automatic speech recognition, 

while in its more general form, the task involves detection of AEs that belong to a larger set of 

interesting sounds in the DIRHA scenarios (such as background music, steps, phone rings, 

doorbell, door slams, falling objects, etc.). These AEs include speech, may overlap with each 

other, and may occur in different rooms.  

 

To address this challenging task, algorithms will be developed that operate on raw acoustic 

input from all available microphones, as well as on a single-channel of processed audio, 

provided by the earlier blocks in the DIRHA processing pipeline that involve signal 

enhancement, source separation, and echo cancellation. The developed algorithms should 

exhibit low latency and high performance, as evaluated on appropriate data sets by a number 

of metrics discussed next. The datasets will include corpora already available in the literature 

as part of prior CLEAR evaluation campaigns [Temko2007, Stiefelhagen2008], as well as the 

DIRHA database that will be collected at multiple partner sites, as part of the project activities. 

A number of evaluation metrics are relevant to this task, such as the missing event rate (MER), 

false alarm rate (FAR), precision and recall (P&R), correct boundary segmentation rate 

(CBSR), impact on ASR performance (word error rate – WER), event classification rate (CER), 

speech/non-speech CER, latency, and computational cost. The issue of selecting a small set of 

appropriate metrics has come up in the literature before as part of the CHIL project 

[Temko2007, Stiefelhagen2008], and for the simpler speech/silence segmentation task as part 

of the Rich Transcription evaluation series [Fiscus2006], among others. Based on such prior 

work, we will consider two metrics for the task in question: An F-score measure of detection 

accuracy (which combines recall and precision), and an error rate measure that focuses more 

on the accuracy of the endpoints of each detected AE. They will be referred to, respectively, as 

acoustic event detection accuracy (AED-ACC) and acoustic event detection error (AED-ER), 

and are described in more detail next. 

Acoustic event detection accuracy (AED-ACC) 

As mentioned above, this is an F-score metric that focuses mostly on the detection of the AE 

instances, rather than the temporal coincidence of the reference and hypothesized AE 

boundaries. In particular, AED-ACC is the harmonic mean of the precision and recall, where 

precision is defined as the ratio of the number of correctly hypothesized AEs divided by the 
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number of hypothesized AEs, and recall is defined as the number of correctly detected 

reference AEs divided by the number of all reference AEs. 

In the above, a hypothesized AE is considered correct when there exists a reference AE with 

label equal to that of the hypothesized AE and the temporal center of the reference AE lies 

within the boundaries of the hypothesized AE or the temporal center of the hypothesized AE 

lies within the boundaries of the reference AE. 

Similarly, a reference AE is considered correctly detected when there exists a hypothesized AE 

with label equal to that of the reference AE and the temporal center of the hypothesized AE 

lies within the boundaries of the reference AE or the temporal center of the reference AE lies 

within the boundaries of the hypothesized AE. 

Acoustic event detection error (AED-ER) 

This metric aims to evaluate how good the temporal resolution of the detected AEs is, viewing 

the task as a general audio segmentation problem. It is adapted from the NIST-defined metric 

for speaker diarization [Fiscus2006]. In more detail, the audio data is divided into adjacent 

segments, whose borders coincide with the points whether either a reference AE or a 

hypothesized AE starts or ends, so that, along a given segment, the number of reference AEs 

and the number of system output AEs do not change.  

The AED-ER score is computed as the fraction of time, including regions of overlapping, in 

which a hypothesized AE is not attributed correctly to a reference AE, in the following way: 

𝐴𝐸𝐷 − 𝐸𝑅 =  
∑  {𝑑𝑢𝑟(𝑠𝑒𝑔) × [max(𝑁𝑅𝐸𝐹, 𝑁𝐻𝑌𝑃) − 𝑁𝑐𝑜𝑟𝑟𝑒𝑐𝑡(𝑠𝑒𝑔)]} 𝑎𝑙𝑙 𝑠𝑒𝑔

∑  {𝑑𝑢𝑟 (𝑠𝑒𝑔) × 𝑁𝑅𝐸𝐹(𝑠𝑒𝑔)}𝑎𝑙𝑙 𝑠𝑒𝑔
 

where, for each segment seg:  

𝑑𝑢𝑟(𝑠𝑒𝑔) = the duration of the seg. 

𝑁𝑅𝐸𝐹(𝑠𝑒𝑔) = the # of reference AEs in seg. 

𝑁𝐻𝑌𝑃  (𝑠𝑒𝑔) = the # of hypothesized AEs in seg. 

𝑁𝑐𝑜𝑟𝑟𝑒𝑐𝑡(𝑠𝑒𝑔) = the # of reference AEs in seg which have a corresponding mapped 

hypothesized AE in seg. 

The numerator of the AED-ER expression includes the substitution time, that corresponds to a 

wrong hypothesized AE, the deletion time (missed AEs), and the insertion time (AE false 

alarms).  

The above metric will be considered with, as well as, without the speech reference and 

hypothesized labels, since in particular datasets and scenarios speech segments may dominate 

the metric. It should also be noted that the metric is also appropriate for the simpler task of 

speech activity detection, i.e. in the case of only one AE is of interest (speech) [Fiscus2006]. 

In contrast, AED-ACC is inappropriate in this case. 

Another important issue to be evaluated will be the processing delay introduced by this 

component and the possible impact on the speech recognizer: the investigation of different 

parameterizations will allow to configure an overall real-time response with acceptable latency. 
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2.6 Distant Speech Recognition 

 

Distant-speech recognition is a very challenging task and it is crucial in order to obtain 

satisfactory performance of the whole system. Real-time response, robustness to different 

environmental conditions and speakers, effective use of the multi-microphone acoustic front-

end, and possible synergy with high-level components (understanding and dialogue manager) 

are fundamental features of the planned distant-speech recognizer. 

 

The standard evaluation metric for ASR systems is the Word Error Rate (WER) and is based 

on how much the hypothesized word string differs from the reference transcription. 

Given the correct reference, the first step is to compute the Minimum Edit Distance in words 

between the two strings. The result of the computation is the minimum number of insertions,  

deletions, and substitutions necessary to transform the correct  string into the hypothesized one: 

 

𝑊𝐸𝑅 = 100 ×  
𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛𝑠 + 𝑑𝑒𝑙𝑒𝑡𝑖𝑜𝑛𝑠 + 𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
  

 

A standard evaluation tool, called sclite [NIST2005] and developed by the National Institute 

of Standard and Technologies (NIST) will be used for the WER computation. 

 

Keyword spotting 

 

Another very challenging aspect of the system is the “always listening” mode: the system is 

expected to understand when a user wants to interact or he is simply engaged in a conversation 

during a daily life situation. This feature is typically addressed by keyword spotting of 

sentences belonging to a very restricted grammar. 

 

Two different metrics will be considered: the Figure of Merit (FOM) defined by NIST and the 

Actual Term-Weighted Value (ATWV).  

 

FOM is an upper bound estimate on word spotting accuracy averaged over 1 to 10 false alarm 

per hour, it can be computed with the HTK toolkit and it is mostly oriented to keyword 

detection in continuous speech.  

 

ATWV is a function that combines miss and false alarm rates for the search terms and it was 

used in the NIST STD 2006 evaluation. This metric is more oriented to evaluate keyword 

search tasks in large data sets. Moreover, we plan to use DET curves to visualize performance 

results of the systems. 
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2.7 Distant Speaker Identification and Verification 

Speaker  identification 

The goal of speaker identification is to decide who the speaking person is among a set of 

candidate individuals or that the speaker is unknown. The input is represented by a test 

utterance and a set of possible target identities for which the system has already pre-trained 

models. The expected output is the speaker identity along with a possible confidence score.  

 

The main metric will be the Speaker Identification Accuracy or Correct Person Identification 

rate that is defined as the number of correctly identified segments or utterances, divided by the 

total number of segments: 

 

𝐶𝑃𝐼 = 100 × 
# 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠

𝑡𝑜𝑡𝑎𝑙 # 𝑜𝑓 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠 
 

 

 

A tool to compute these metrics will be made available. 

The system can operate in closed-set conditions, where the speech belongs to one of the 

possible target speakers or in open-set conditions, where the test speech may be also from an 

unknown person. 

 

Additional sub-conditions can be defined according to the duration of the enrolment and test 

data, on the microphones selected for the task, and on the environment conditions. 

Speaker verification 

The goal of speaker verification is to verify a person’s claimed identity. The input is represented 

by a test utterance and the claimed identity, among the target ones for which the system has a 

pre-trained model. The expected output is a Boolean value (yes/no) and a confidence score.  

The main metric is the speaker detection cost (SDC): 

 

𝑆𝐷𝐶 = 𝑃𝑡𝑎𝑟𝑔𝑒𝑡 × 𝐶𝑀𝑖𝑠𝑠 × 𝑀𝑖𝑠𝑠𝑅𝑎𝑡𝑒 + 𝑃𝑛𝑜𝑛−𝑡𝑎𝑟𝑔𝑒𝑡 × 𝐶𝐹𝐴 × 𝐹𝑎𝑙𝑠𝑒𝐴𝑙𝑎𝑟𝑚𝑅𝑎𝑡𝑒 

 

Both the minimum and the actual costs are computed to evaluate robustness of the decisions. 

Moreover, Equal Error Rate and DET curves are also used to evaluate performance; the 

required tool will be made available. 

 

Similarly, additional sub-conditions can be defined according to the duration of the enrolment 

and test data, on the microphones selected for the task and on the environment conditions. 

  



© DIRHA Consortium 2012-2014 

                                                  D1.2 - Definition of the evaluation plan 

 

 

DIRHA_D1.2_20130704  10 

2.8 Speech Understanding 

 

The goal of speech understanding is to obtain a semantic representation of the utterance, 

starting from ASR hypotheses, coping with possible error sources, and providing the most 

likely interpretation for the current context. Very often, spoken sentences do not follow a 

specific grammar and show irregular phenomena such as hesitations, repetitions, syntactical 

inconsistencies; especially with noisy ASR output, a robust processing of the transcription 

(either as single sentence or word lattice) is required to reach the goal. 

 

Due to the critical role of this component in the targeted system, two directions will be followed 

under DIRHA: one based on semantically labelled grammars, which requires the development 

of a sufficiently detailed grammar set to cover typical queries and the other relying on a 

machine learning framework based on the availability of properly labelled training data, and 

with no need of any further human intervention. The latter activity is oriented to the 

implementation of a module of speech understanding based on frame semantics and natural 

language processing.  

To this aim, we have chosen SEMAFOR and The Wiki Machine as annotation tools and 

FrameNet and Wikipedia as lexical and semantic resources. SEMAFOR 

(http://www.ark.cs.cmu.edu/SEMAFOR) is an open source tool for automatic analysis of the 

frame-semantic structure of English text developed at CMU. The Wiki Machine 

(http://thewikimachine.fbk.eu), a state-of-the-art machine learning system designed for linking 

text to Wikipedia developed at FBK, is based on a word sense disambiguation algorithm. 

Finally, FrameNet  (http://framenet.icsi.berkeley.edu) is a lexical resource that groups 

predicates in a hierarchy of structured concepts, known as “frames”. Each frame in the lexicon 

in turn defines several named “roles” corresponding to aspects of that concept (e.g. participants 

in an event). 

 

Given a sentence as input, the module of speech understanding returns links to one or more 

frames, the arguments of the roles, and links to Wikipedia for all arguments. In the context of 

the project, semantic roles describe the purpose of a person in a command. In other words, 

identifying the semantic roles of the predicates in a text allows us to know who did what to 

whom when where how, etc. Finally, the linking to Wikipedia allows knowing to which real 

world entities the semantic roles refer to. 

 

The evaluation of such tools will be performed first by using academic datasets, such as 

SemEval (English), Evalita (Italian), ACE2Wiki (English), etc. Second, we will perform an 

evaluation based on the annotated datasets made available within the project. The datasets will 

be built in order to evaluate single subparts as well as the entire understanding module and to 

compare it with the one based on formal grammars. Furthermore, the system will be tested both 

on texts and transcriptions in order to evaluate the impact of errors introduced by the ASR.  

 

For frame identification, role recognition and labelling, and term disambiguation and linking 

we use a standard evaluation setup, i.e., precision, recall, and F-Score: 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
# 𝑜𝑓 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑠𝑙𝑜𝑡 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

# 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑠𝑙𝑜𝑡𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑
 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
# 𝑜𝑓 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑠𝑙𝑜𝑡 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

# 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑠𝑙𝑜𝑡𝑠 
 

 

𝐹1 =  
2 ×  ( 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 )

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
 

 

 

Precision and recall can be balanced using different operating points according to the specific 

requirements of the application scenario: typically, a recall-precision curve is reported as well. 

 

Besides these metrics oriented to the component-wise evaluation, it is also possible to measure 

the performance of the Understanding component in an end-to-end evaluation: in this case 

different understanding approaches can be compared independently of the intermediate 

semantic representations, that in principle can be different (e.g., in our case hand-crafted 

grammars versus frames). 

It is also under discussion a specific evaluation of the foreseen understanding solutions in order 

to directly compare the two understanding approaches.  

 

2.9 Concurrent Dialogue Management, Response Generation 

and User Profiling 

 

The Dialogue Management component will be evaluated in terms of appropriateness of its 

design with respect to the tasks to be accomplished and the overall effectiveness of the 

contributing modules (e.g. ASR, TTS, speaker localization, speaker identification, …); 

Response Generation and User Profiling will be evaluated indirectly, that is with respect to 

their ability to guide the user to choose the appropriate utterances and to accomplish the 

requested task.  

However, at the current stage of the project it is not possible to finalize the evaluation 

procedures for these components: once the complete system will be ready, this document will 

be updated accordingly. 

 

3. Guidelines for data collection  

 

The evaluation of the various technological components requires suitable corpora, with specific 

characteristics in terms of acquisition channel, acoustic environment, and semantic content. 

Due to this high variability, a multi-stage for data collection is envisaged, based mainly on two 

different approaches: creation of realistic signals via massive simulation and acquisition of real 

utterances through scripted interactions or WOZ experiments. 
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The first approach is based on the simulation of multichannel data corresponding to home 

environments: the contamination method for the generation of reverberant data with additive 

background noise exploits clean speech signals, source signals of several acoustic events, 

measured real impulse responses, and excerpts of typical background noise recordings.  

Basically, the method follows four steps: 

 measure in the home environment a large number of speaker-microphone impulse 

responses for different speaker positions, head orientations, etc.; 

 record sequences of background noise (using the same multi-microphone set-up) in 

different conditions (e.g., windows open, radio on, etc.) and typical acoustic events of  

a domestic context (e.g., phone ringing); 

 simulate data based on clean speech and the available impulse responses, combining 

proper noise sequences in order to obtain different SNRs; 

 derive automatically the corresponding annotation/segmentation from the original 

corpora. 

Preliminary data have been already created based on the acoustic characterization of the ITEA 

apartment, equipped with a large number of distributed microphones, and qualitative tests have 

confirmed a satisfactory perceptual realism of the resulting signals. 

 

Collection of clean speech is under way for the Italian language to investigate the use of 

simulate data. The availability of high-quality clean signals allows indeed not only realistic 

simulations in the target environments, but also real data collection via loudspeaker playback: 

in this way, it is likely that specific multichannel corpora will be devised and generated in the 

ITEA apartment in order to compare performance of diverse microphone configurations (e.g., 

analog versus digital microphones or with different placements).  

 

A more limited amount of real data will be collected in the ITEA apartment designing an 

appropriate set of utterances comprising phonetically rich sentences, keywords, direct 

commands to appliances, typical expressions derived from D1.1, etc. Since the acoustic front-

end is language-independent, the large part of the data will be collected in Italian and only a 

small subset will cover the other three languages.  

Some of the material will be based on scripted procedures that will ensure that the corpus can 

be effectively exploited to conduct research in different areas (e.g., source localization and 

speech enhancement): short recordings will be performed to reconstruct in a compact way 

typical situations of real-life.  

 

According to the technical annex, more rounds of data collection are foreseen: the reason for 

multiple collections is that after having exploited during the first half of the project the available 

corpora, we could need to define new data that are necessary to address some possible 

incompleteness of the given corpora as well as to reinforce training material for prototype 

development.  

 

During the final prototype evaluation, other real material at the end-user level will be acquired. 

This material will be analysed and partially annotated in order to measure system performance; 

transcriptions will be obtained in part manually and in part using automatic tools, by annotating 
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material with different abstraction levels and according to the international standards normally 

adopted by the scientific partners of the consortium.   

Overall, the target is to have a minimum of 3 hours per language of real interactions, and 10 

hours of acoustic events/interferences. The actual amount will differ by partner according to 

the type of material eventually needed for specific investigations in each language. 

 

In the first phase, before completing the prototype, a mock-up can be used to assess only the 

dialogue design and to collect the utterances that the subjects will use to give commands so 

that the first prototype can be implemented including the most used utterances/commands. 

The dialogue interface will be designed according to the analysis of requirements that have 

been collected with the small sample of real end-users interviewed for D1.1.  

 

Typical spontaneous interactions are crucial to drive this design process; as such, the collection 

of a small corpus of spontaneous speech is planned. Since a textual formulation of the assigned 

task to the subjects can constrain the naturalness of their utterances, it is planned to show a 

sequence of pictures where the item to be controlled with a vocal command is highlighted; with 

these stimuli the subjects are then asked to formulate appropriate spontaneous vocal requests. 

 

Once the main functionalities are available but before the integration of all the modules (e.g. 

speaker location and/or speaker identification), the data collection can continue, and also the 

dialogue design can be tested, through the Wizard of Oz (WOZ) technique. The WOZ 

technique can provide information about the kinds of problems people will have with the 

system before the dialogue interface is definitely fixed, testing the user interaction with the 

system before building a functional model. The involvement of about a dozen of subjects in 

this kind of experiment should be sufficient to have both a decent variability of data based on 

spontaneous speech and significant likelihood of detecting a usability problem at least once 

[Sauro2004]. Since with this technique the system is substituted by a “wizard”, it will be 

possible to gather mainly subjective evaluations through tools (like questionnaires and/or 

semantic differential) that allow to measure aspects like “suitability of the task”, “conformity 

with user expectations”, “controllability”, ‘error tolerance”, etc., and only few objective 

measures (like the task completion rate, the number of occurrences for a command, or the 

number of “errors”) that can be collected even if the system is not completely working. To 

enable the “wizard” to observe/hear the user's actions, and simulate the system's responses in 

real-time, a back room should be made available in the ITEA apartment where the “wizard” 

will watch live video feeds from cameras and will simulate the effects of the user’s commands 

while the experimental subjects are not aware that the system is not “real”. This means that to 

decide whether it is useful or not to use this technique to gather only subjective evaluations, it 

is necessary to evaluate how many changes have to be make in the ITEA apartment. 

 

Ongoing activities are devoted to establish and assess the proper procedure for multi-channel 

data collection and generation; in particular, feasibility studies are in progress to estimate the 

effort required for speaker recruitment, data collection and annotation. As far as the WOZ is 

concerned, an investigation is required to solve some technical problems in the setup 

preparation in the ITEA apartment (e.g., location of the wizard, control of the appliances by 

the wizard, ground truth for positions, close-talking reference signals).  
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Table 1 summarizes the selected metrics for each topic and the characteristic of the related 

corpus; it can be considered as a guideline for the forthcoming data collection and generation.  

 
Topic Main Metrics Corpus features 

MEMS 

 SNR, power, MIPS 

 system with analog vs. 

with MEMS 

 simultaneous collection in the FBK 

acoustically controlled room of 

various stimuli using MEMS and 

analog arrays  

 scheduled by end of September 2012 

Source Localization 

(SLOC) 

 Localization Rate 

 Root Mean Square Error 

 Average Absolute Error  

 False Alarm/Miss 

Detection Rates 

 1-2 speakers (speaker variability not 

a factor);  

 real data: 1 sentence in different 

positions/orientations/rooms 

(moving and static speaker) to cover 

most of the possible/typical 

conditions; 

 simulated data: various SNRs can be 

simulated adding environmental 

noise to reverberant signals 

 collection scheduled in ITEA 

apartment by end of September 2012 

Speech Enhancement 

and Source Separation 

 WER 

 PESQ 

 ISR, SIR, SAR, SDR 

 sentences in different positions  and 

rooms with and without a competing 

speaker 

 collection scheduled in ITEA 

apartment by end of September 2012 

Multi-channel Acoustic 

Echo Cancellation 

 Misalignment 

 tERLE 

 WER 

 

 sentences in different positions with 

audio system on 

 collection scheduled in ITEA 

apartment by end of September 2012 
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Acoustic Segmentation 

and Classification 

 AED-ACC 

 AED-ER 

 speech/non speech  audio sequences 

 simulation of typical acoustic events 

in ITEA apartment 

 released by end of September 2012 

Distant Speech 

Recognition 

 WER 

 FOM, ATWV 

 about 10 speakers per language 

uttering in-domain commands and 

requests, phonetically rich 

sentences;  

 modality: read and spontaneous  

 generation of a variety of conditions 

(SNRs, rooms) via simulation 

 collection scheduled by end of 

October 2012 at each partner site  

Speaker Identification 

and Verification 

 CPI 

 SDC 

 EER, DET curve 

 about 10 speakers  

 about 10 sentences for training in a 

single position (1-2 minutes) 

 about 20 sentences for testing in 

different positions  

 collection scheduled in FBK  by end 

of September 2012 

Understanding  Precision/Recall 

 about 20 subjects  

 at least 10 in-domain interactions 

covering each feature of the foreseen 

prototypes (textual and audio data) 

 (Italian) audio collection scheduled 

in FBK  by end of October 2012 

Dialogue 

 AIR, AID 

 TCR, TCT 

 Errors in successful 

interactions 

 about 20 subjects 

 at least 10 in-domain interactions 

covering each feature of the foreseen 

prototypes (textual and audio data) 
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 Number of turns to 

complete the task 

 Dialogue aptitude 

 (Italian) audio collection scheduled 

in FBK or ITEA apartment by end 

of November 2012 (possibly using 

WOZ technique) 

 
Table 1  The selected metrics and the corpora characteristics for the various components. 

 

 

Evaluation Matrix 

 

As mentioned, all tasks and algorithms will be evaluated using databases and procedures that 

are state of the art and therefore comparable to research of other scientific groups.  

 

 

 

 
 

Figure 2 Evaluation Matrix: evaluation of single blocks taking into account the wider context 
of the DIRHA project. 

 

 

 

Nevertheless, in the context of a project like DIRHA, it is crucial to evaluate each component 

in the specific system setup, i.e. “how does a specific algorithm deal with data provided by the 

chain of modules that precedes the algorithm under evaluation?”, and “how does this specific 

algorithm influence modules that follow?”. In addition, we want to know how a specific 

algorithm influences the performance of the overall system. For this reason, we came up with 
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an evaluation matrix, which allows thorough evaluation of single blocks, while taking into 

account the wider context of the DIRHA project.  

 

Figure 2 shows a first draft of the evaluation matrix. The matrix will be finalized in the next 

few months for deliverable D2.2 ‘Definition of experimental tasks’.  

 

The evaluation matrix will be a flexible approach that allows to evaluate the progress of the 

project as a whole, by updating the algorithms available for the other modules as the work 

progresses. The possibility of either bypassing or using the ground truth instead of the output 

of a module, can give further insight into the performance of the system.   
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4. Evaluation of intermediate and final prototypes 

(ITEA apartment) 

 

The goal of the prototype evaluation is to assess usability, design, and effectiveness of the 

implemented systems. Evaluation in the ITEA apartment (only for the Italian language) will 

validate software integration and user-interface design: the focus is again on the dialogue and 

interaction with the system from the point of view of dialogue design and implementation. 

Thus, the evaluation in the ITEA apartment aims: 

1. to test the adequacy of the dialogue design from an ergonomic point of view. This refers 

to the concordance between the design and user’s expectations and to the effort for an 

average system user to perform a number of typical tasks; 

2. to assess the performance of the actual implementation of the designed dialogue and of 

all involved technologies (e.g., source localization, enhancement, acoustic echo 

cancellation, automatic speech recognition and understanding , etc.). 

 

Though the goals could be addressed using a number of different established methodologies 

for the evaluation of human-machine interfaces, a study with uninformed (naive) participants 

as system users will be selected for that purpose, in order to have plausible representatives of 

the “country population”, avoiding to recruit only skilled persons (i.e. people who work daily 

with computers or who are used to playing with them).  

 

When all the technologies will be integrated in the intermediate prototype (M24), it will be 

possible to assess both the dialogue design and the performance of all technologies involved to 

implement the functionalities/services pointed out as most important for the end-users 

interviewed in D1.1.  

 

The basic paradigm for this evaluation campaign is a user study with subjects who are neither 

involved in the development of the system nor have extensive background knowledge about 

speech technology. In order to get results about the expected performance and adequacy of the 

interface in everyday life, participants should operate the system in a typical environment of 

use, and they should not be disturbed or influenced by the experimenter.  

 

To test the prototype in relevant situations of use, the task-based paradigm will be confirmed: 

users will be confronted with the most frequent tasks, that can be executed for a home 

automation system (e.g., try to switch on/off the lights or the TV, open/close doors, windows 

and rolling shutters, etc.) also if they are not motor impaired people. To put them in a context 

similar to the one that the real end-users will experience, they will be instructed to sit on a chair 

that will be placed in different positions in a room (or also in different rooms) and the system’s 

performances will be measured from different perspectives. 

 

As in the past DICIT project, both objective and subjective measures will be used. Since the 

subjective evaluation can be compared with the real system performance, in addition to the 

measures already mentioned for the WOZ, additional data will be logged and evaluated, e.g., 

the time to perform an action, the time completion rate for each task, the number of system 

errors, the word recognition rate, the action recognition rate, etc. 
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The test of the interface management of concurrent dialogues during the first prototype 

assessment, or during the final prototype evaluation, will depend on the availability of this 

functionality before each prototype evaluation. 

Even if the concurrent dialogue feature will be already available in the first prototype, to 

increase the experiment controllability, most of the sessions will be executed involving only 

one person for each task, and only one or two tasks will be dedicated to the concurrent dialogue 

(changing the rooms where the subjects will be located). In any case, to avoid that the results 

can be biased by too many independent variables, the tasks to assess the system management 

of concurrent dialogues will be probably executed by only one subject, while the other person 

that will interact concurrently will be one experimenter. In this case, it will be possible to avoid 

considering also the second speaker performance in the evaluation of the interface, to mainly 

focus the attention on the naive user interaction. 

 

One specific activity concerns the development of a technical framework to support and partly 

automate the evaluation process. Indeed, to easily compare the recordings of the real 

interactions with the data collected by the system’s log files, a specific tool capable of correctly 

linking the annotations of the users’ spontaneous speech with the commands executed by the 

system will be useful.  

 

In the end, the final prototype should be evaluated using the same techniques used for the first 

prototype evaluation: in this way it will be possible to compare not only subjective and 

objective data, but also the first prototype with the last prototype, although not all the 

functionalities will be comparable. Indeed the second prototype will probably have more 

features than the first one since the intermediate prototype will implement the most important 

functionalities pointed out in the requirements gathering. 

 

Since the number of tasks proposed during an experimental session should not be excessive, if 

the number of implemented functionalities (crossed with the different experimental conditions, 

as the different positions in the apartment) will be more than 5-6, two scenarios are possible:  

a) to test these functionalities calling the subjects for two different sessions (at least, the 

questions related to new features will be added in a distinct part of the questionnaire), 

or 

b) to involve more people to test the features that were not available in the first prototype. 

 

In any case, where it will be possible to perform a comparison among the functionalities 

implemented in the intermediate prototype and the last one, the subjects will be asked to 

accomplish the same kind of tasks and to compile the same questionnaire already proposed for 

the first prototype subjective evaluation.  

 

Another main difference of the final evaluation could be the kind of sample that will be 

involved: even if the Italian sample could be increased to test the new functionalities 

implemented, the second prototype will implement also three more languages, and the 

assessment has to be also made for those languages. 

It is possible to hypothesize that the original features will be assessed by the same subjects that 

evaluated the intermediate prototype, while the new functionalities that cannot be compared 

with the previous system will be assessed by new people, both for the Italian and for the other 

languages.  
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In this way, for the “primal” sample, the experimental design could also be intended as a 

crossover trial where, to evaluate possible changes in the user interface, the subjects are 

exposed to a “sequence” of different stimuli in a two-period design; on the contrary the 

experiment to assess the other features and the other language interfaces, will be done adding 

another sample (to the one of Italian subjects involved for the first prototype) and involving 

Austrians, Greek, Portuguese and Spanish subjects to test also the new features. 

 

Moreover, if it will be possible to move within the ITEA apartment also the users that have 

been interviewed for the requirements gathering, in the final assessment also the real end-users 

will be involved in the quantitative research.  

 

A tentative evaluation plan is reported in Table 2: 

 

  

Intermediate Prototype 

Users 20 naive users 

Language Italian 

Location ITEA apartment 

Tasks Management of house facilities (i.e. doors, windows) 

Session length ~1h 

Procedure 

 

 

The trials will be conducted in four stages: 

1. preparation (the experimental subjects fill a disclosure form 

and a personal data questionnaire) 

2. introduction (the experimenter explains to the subjects the 

aim of the test and introduces the test procedure either 

through a demo or through an instruction paper) 

3. execution of the test (the subjects have to use the system 

following some pre-defined tasks within a given time) 

4. debriefing (the experimental subjects fill a questionnaire 

and/or a semantic differential to give their subjective 

evaluation of the system) 

 

 

 

 

 

Final Prototype 

Users 20 (from the previous assessment) + 5 new users per language 
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Languages Italian, German, Greek, Portuguese  

Location ITEA apartment 

Tasks 
Management of house facilities (i.e. doors, windows) and leisure 

facilities (TV, phone, media player)  

Session length ~1h 

Procedure 

 

The trials will be conducted with the same four stages used for the 

first prototype. 

 

 

Table 2  Evaluation plan of prototypes installed in the ITEA apartment. 

 

5. Evaluation of systems by end-users 

 

As already mentioned in D1.1, the end-users of this project usually do not leave their houses 

because they have evident problems to move to other places. This situation brings some 

problems (like the difficulty to let them test the system in the ITEA apartment) but also presents 

some opportunities. 

 

A first opportunity is related to the technology assessment, given the possibility to install and 

test the prototypes also in settings with different characteristics from the ITEA apartment 

(where it will be possible to tune all the involved technologies in the best way). In this way 

there will be a decent setting variability, that will allow testing the system in configurations 

that could change a lot in a “real” context, evaluating also the scalability and adaptability of 

the system to different house structures.  

The second opportunity, more related to the usability evaluation of the system, regards the user-

machine interface, allowing to evaluate aspects like the long term learning effect and how the 

users can cope with all the difficulties/facilitations that the system daily use can present during 

the real life.  

All the longitudinal studies make observing changes in a more accurate way than experimental 

or cross-sectional studies, but the main difference between the evaluation of an interface 

conducted by an experimental study, in comparison with a qualitative longitudinal study, is 

that the learning effect that is possible to measure in a “controlled” experiment, regards only 

the instant interface usability (the more an interface is accessible, the more the user learning 

curve increases quickly), and do not allow to deeply understand how daily life habits and the 

practice effect can bias the use and the acceptance of an interface. 
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The aim of DIRHA system is to be provide support in end-users’ daily life, for this reason it 

has to exhibit a friendly interface, that helps the user when desiring help, but do not annoy or 

interrupt the user in other circumstances. Since in the controlled context of a laboratory (i.e. 

the ITEA apartment) it is possible to approximate real life problems with appropriate tasks, but 

it is not possible to reproduce all the different circumstances that can occur in a home daily life 

(mainly if we are focused on the real life of subjects with some impairment), the possibility to 

test the system in the end-users homes, allows to partially rescue the “ecology of the study” 

that is lost in the laboratory experiments.   

In this way, since all the subjects interviewed in the requirements gathering study expressed 

their enthusiasm to contribute to the project and offered the possibility to test the system in 

their homes, the difficulty to move them from their houses to the experimental setting of the 

ITEA apartment, becomes an opportunity to compensate/complete the experimental evaluation 

with a kind of ethnographical research. 

 

Moreover, it is possible that, for the second prototype, in addition to the Italian end-users, also 

an Austrian user will be involved in the assessment, installing the system with the German 

interface in his home. In this case, it could be also very useful to gather information about the 

acceptability of the German interface and if there exist some “cultural” elements that need 

particular attention.  

For different reasons, particular attention has to be paid also to a couple of Italian subjects that 

are sisters and live in the same home. Since it is possible that the concurrent dialogue 

management is a functionality that will be implemented only in the last prototype, and the 

speaker identification can be difficult with persons that have almost the same voice, for these 

subjects it will be important to define a particular “interaction protocol” (more specific than 

the one that will be proposed to the other subjects) to avoid interaction problems until the 

concurrent dialogue management will be implemented. Also for other subjects that do not live 

alone, we will ask to be the only users of the system, but in that case it will be easy that their 

relatives do not use the system because they do not need to interact with it. 

 

Another opportunity is related to user profiling: a long-period trial allows to effectively use 

and validate such functionality oriented to customize and improve the user experience.  

  

One disadvantage of longitudinal studies is that they often require to manage, annotate and 

analyse a great amount of data: to follow the natural speech behaviour of a subject in  a home 

lots of cameras and microphones are required. For example in the Human Speechome project2) 

the human behaviour is recorded for many hours a day, during a particular lifespan cycle that 

can even last years. 

To limit the amount of labelled data, it is foreseen to record and use only a subset of the 

interactions (e.g., only a couple of hours per week) or, since our subjects volunteer to actively 

participate in the research, to ask them to enable log files only when the system does not 

properly react to commands. 

 

                                                 
2 The “Human Speechome project” (like the Human genome project) is a longitudinal study to understand the 

language acquisition in children in the first three years of life; it is conducted by researchers of  the Cognitive 

Machines Group, MIT Media Laboratory and  the Communication Analysis and Design Laboratory, Northeastern 

University. 
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Another technique that can be used to fix in some way the real behaviour and the impressions 

related to the interaction through the user-machine interface, in relation to the objective system 

performances logged by the system, is “write a storyboard”, e.g. activating the recording of 

speech (to fix/explain the kind of problems encountered directly with voice instead to write 

them).  

 

As already mentioned in the previous section, the prototype that will be installed in the end-

users homes, will allow them to control appliances and use other services, which the users 

interviewed during the requirements gathering phase consider more important for their 

everyday life. To provide the end-users the possibility to “write a storyboard”, the only 

functionality/service that probably will be implemented even if it did not get a high score by 

the end-users priority evaluation, is the “Electronic notice board to annotate and remind 

appointments and deadlines”, because this “recording feature” can be useful to easily annotate 

their impressions about any possible problem that might occur during the trial. 

Another advantage provided by the implementation of the recording feature could be the 

possibility to have not only the annotations/comments about the working system, but also the 

recording of environmental noises in that particular moment. Indeed, the possibility that voice 

recognition fails, can also depend on environmental noise that the user can not notice, but that 

can be recorded (e. g. some end-users live in the countryside, where a variety of acoustic 

sources might interfere with the recognition system); in this way, using this feature, the user 

will activate the recordings only when desired, avoiding privacy issues, and at the same time if 

the interference is still ongoing, it will be recorded. 

 

The end-users subjective evaluation can be gathered not only by recording the statements about 

their impressions, but also through the same tools that will be used for the subjective 

assessment in the experimental study.  

In this case it will be necessary to define what is the reasonable time when  the questionnaire 

can be given, bearing in mind that possible changes to the interface (e.g., after tuning the system 

or to fix some possible bugs) have to be made only in specific phases, avoiding to affecting the 

subjective evaluation with continuous changes. 

For example the first subjective evaluation of end-users could be performed after some weeks 

from the first installation in the house, when the subject will be already accustomed to the 

system, but in the meanwhile no changes have to be made to the system  (with the exception 

of possible bug fixes). 

 

When the final prototype will be ready, if it will be possible to involve end-users in the last 

evaluation in the ITEA apartment, they will be exposed to the new interface (like a repeated 

measure), simulating in this way the different conditions of crossover trials.  

 

 

 

 

 

 

The consequent evaluation plan is reported in Table 3: 
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Final Prototype 

Users 6 Italian + 1 German end-users 

Languages Italian, German 

Location real houses 

Tasks 
Management of house facilities (i.e. doors, windows) and leisure 

facilities (TV, phone, media player) 

Session length 1 week 

Procedure 

 

Subjective and objective evaluations: 

the trials will be conducted in stages very similar to the ones used 

for the evaluation in the ITEA apartment, but in this case, stage 3 

(execution) will last many days and the end-users will not follow 

any particular task given by the experimenters: they simply will use 

the system in their every day life, pointing out any problem and/or 

suggestion to improve the interface usability.  

In this case, stage 4 (debriefing) will be performed administering 

both the same questionnaire used for the experimental setting, and 

an interview based on the analysis of the personal comments 

recorded by each user with the “storyboard”. 

 

 
Table 3  Evaluation plan of final prototype by end-users. 
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6. Conclusions 

 

This document lists the various technological components identified as key modules of the 

DIRHA framework and the accompanying metrics selected for the prompt evaluation during 

the project. For a coherent measurement and a complete end-to-end evaluation, specific 

acoustic corpora need to be designed and created: both simulated and real data are planned and 

will be generated (and eventually publicly released) in the next stages of the project. 

An important goal of this preliminary phase is to design a well-balanced evaluation setup in 

order to measure the progress in each research topic as well as the impact on the overall system 

using a minimum amount of realistic and representative data of the final scenarios. As a result, 

besides specific metrics for verifying the technical achievements in each field, overall 

performance is evaluated by means of common measurements: Word Error Rate and 

Precision/Recall can provide a global figure of the advances of the project. 

The second part of the deliverable is devoted to the evaluation of the prototypes: two different 

evaluation campaigns are envisaged according to the systems installed in the ITEA apartment, 

where naive subjects will be confronted with the systems, and the houses where real motor-

impaired persons will use the system continuously for long periods. As a consequence, different 

evaluation modalities are discussed and a tentative evaluation plan is proposed. 
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